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1
HARDWARE-BASED AUTOMATIC CLOCK
GATING

BACKGROUND OF THE INVENTION

1. Field of the Invention

This invention relates to computing systems, and more
particularly, to automatic updating clock tree settings on a
system-on-a-chip (SOC).

2. Description of the Relevant Art

A system-on-a-chip (SOC) integrates multiple functions
into a single integrated chip substrate. The functions may
include digital, analog, mixed-signal and radio-frequency
(RF) functions. Typical applications are used in the area of
embedded systems. Energy-constrained cellular phones, por-
table communication devices and entertainment audio/video
(A/V) devices are some examples of systems using an SOC.
An SOC may use powerful processors that execute operating
system (OS) software. In addition, the SOC may be connected
to both external memory chips, such as Flash or RAM, and
various external peripherals.

The power consumption of integrated circuits (ICs), such
as modern complementary metal oxide semiconductor
(CMOS) chips, is proportional to at least the expression fV2.
The symbol f is the operational frequency of the chip. The
symbol V is the operational voltage of the chip. In modern
microprocessors, both parameters f and V may be varied
during operation of the IC. For example, during operation,
modern processors allow users to select one or more interme-
diate power-performance states between a maximum perfor-
mance state and a minimum power state.

During the execution of applications on embedded sys-
tems, a powerful processor may not be the leading energy-
consumer when high-performance memories, color displays,
and other functions are being used. An overriding power
management goal in portable systems is to reduce system-
wide energy consumption. A dynamic power management
system on an SOC may support multiple power management
policies that allow device manufacturers to specialize policies
for their applications and differentiate their products based on
their own unique approaches to power management. In addi-
tion, as integration increases on a SOC, so does a number of
different active clocks and a number of phase lock loops
(PLLs) to support the clocks.

Embedded systems may not have a basic-input-output-
software (BIOS) or machine abstraction layer to insulate the
OS from low-level device and power management. There-
fore, the kernel in the OS may handle these tasks. As integra-
tion on an SOC increases, the interrelationships between
clock sources and power management modes become more
complex. Further, other tasks become increasingly difficult,
such as managing settings within a clock tree on the SOC. The
resulting delay for deciding on parameter values to use within
the tree and enabling and disabling particular clock generat-
ing gates within the tree causes power to increase and perfor-
mance to reduce. In addition, the software may leave portions
of the clock tree on for a longer amount of time due to the
resulting delay causing decisions to be made late.

In view ofthe above, efficient methods and mechanisms for
managing clock tree settings on a SOC are desired.

SUMMARY OF EMBODIMENTS OF THE
INVENTION

Systems and methods for automatically updating with
hardware clock tree settings on a system-on-a-chip (SOC). In
one embodiment, a SOC includes a hardware clock control
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unit (HCCU) coupled to a software interface and a clock
switching network (CSN), or a clock tree. The SOC also
includes multiple integrated circuit (IC) devices, wherein
each IC device receives one or more associated core clocks
provided by one or more phase lock loops (PLLs) via the
clock tree. The HCCU may receive a software-initiated
request specifying a given IC device on the SOC is to be
enabled. The HCCU may identify one or more core clocks
used by circuitry within the given IC device. For each one of
the identified core clocks, the HCCU may update and set
parameters for associated circuitry within the clock tree to
generate an identified core clock. The HCCU may also deter-
mine a given clock generating gate in a given level of the clock
tree has no enabled targets or “children”. A target may be
another clock generating gate or an IC device within the clock
tree. In response to determining there are no targets, the
HCCU may disable the given clock generating gate. The
HCCU may traverse the clock tree from a bottom level to a top
level and disable qualifying clock generating gates.

These and other embodiments will be further appreciated
upon reference to the following description and drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a generalized block diagram of one embodiment
of a system-on-a-chip (SOC).

FIG. 2 is a generalized block diagram illustrating one
embodiment of a clock source switching system.

FIG. 3 is a generalized block diagram illustrating one
embodiment of a clock switching network.

FIG. 4 is a generalized block diagram illustrating one
embodiment of clock tree paths.

FIG. 5 is a generalized block diagram illustrating one
embodiment of search logic for determining clock control
signals when a device enable identifier is provided.

FIG. 6 is a generalized flow diagram illustrating one
embodiment of a method for enabling an IC device on a SOC.

FIG. 7 is a generalized flow diagram illustrating one
embodiment of a method for performing a reset sequence for
a recently enabled IC device.

FIG. 8 is a generalized flow diagram illustrating one
embodiment of a method for disabling core clocks on a SOC.

While the invention is susceptible to various modifications
and alternative forms, specific embodiments are shown by
way of example in the drawings and are herein described in
detail. It should be understood, however, that drawings and
detailed description thereto are not intended to limit the
invention to the particular form disclosed, but on the contrary,
the invention is to cover all modifications, equivalents and
alternatives falling within the spirit and scope of the present
invention as defined by the appended claims.

While the invention is susceptible to various modifications
and alternative forms, specific embodiments thereof are
shown by way of example in the drawings and will herein be
described in detail. It should be understood, however, that the
drawings and detailed description thereto are not intended to
limit the invention to the particular form disclosed, but on the
contrary, the intention is to cover all modifications, equiva-
lents and alternatives falling within the spirit and scope of the
present invention as defined by the appended claims. As used
throughout this application, the word “may” is used in a
permissive sense (i.e., meaning having the potential to),
rather than the mandatory sense (i.e., meaning must). Simi-
larly, the words “include,” “including,” and “includes” mean
including, but not limited to.

Various units, circuits, or other components may be
described as “configured to” perform a task or tasks. In such
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contexts, “configured to” is a broad recitation of structure
generally meaning “having circuitry that” performs the task
ortasks during operation. As such, the unit/circuit/component
can be configured to perform the task even when the unit/
circuit/component is not currently on. In general, the circuitry
that forms the structure corresponding to “configured to” may
include hardware circuits. Similarly, various units/circuits/
components may be described as performing a task or tasks,
for convenience in the description. Such descriptions should
be interpreted as including the phrase “configured to.” Recit-
ing a unit/circuit/component that is configured to perform one
or more tasks is expressly intended not to invoke 35 U.S.C.
§112, paragraph six interpretation for that unit/circuit/com-
ponent.

DETAILED DESCRIPTION

In the following description, numerous specific details are
set forth to provide a thorough understanding of the present
invention. However, one having ordinary skill in the art
should recognize that the invention might be practiced with-
out these specific details. In some instances, well-known
circuits, structures, and techniques have not been shown in
detail to avoid obscuring the present invention.

Referring to FIG. 1, a generalized block diagram illustrat-
ing one embodiment of a system-on-a-chip (SOC) 100 is
shown. The SOC 100 is an integrated circuit (IC) that includes
multiple types of IC designs on a single semiconductor die,
wherein each IC design provides a separate functionality.
Traditionally, each one of the types of IC designs may have
been manufactured on a separate silicon watfer. In the illus-
trated embodiment, the SOC 100 includes one or more clock
sources, such as phase lock loops (PLLs) 110a-110g, a
memory controller 160, various input/output (I/O) interfaces
170, a memory 150, which may be a non-volatile memory,
and one or more processors 130a-1304 with a supporting
cache hierarchy that includes at least cache 140.

In addition, the SOC 100 may include other various analog,
digital, mixed-signal and radio-frequency (RF) blocks. For
example, the SOC 100 may include a video graphics control-
ler 120, adisplay controller 124, real-time peripheral memory
units 122 and non-real-time memory peripheral units 126. In
order to process applications in an energy-efficient manner on
the SOC 100, a central power manager 160 may be included.

The hardware clock control unit (HCCU) 166 may be
included within the power manager 160 or alternatively be a
separate control block. The HCCU 166 may update associ-
ated circuitry with parameter values within a clock switching
network (CSN). The CSN may also be referred to as a clock
tree. Communication buses, a clock tree and other signal
routing across the SOC 100 is not shown for ease of illustra-
tion. The HCCU may enable and disable given clock gener-
ating gates within the clock tree. The accelerator 1/O coher-
ency bridge 162 may provide efficient memory accesses for at
least the processors 130a-130d and peripheral devices.

The PLLs 110a-110g may supply source clock signals,
which are routed through a clock tree (not shown) to be
distributed across the die of the SOC 100 and to provide core
clocks to the various processing blocks on the SOC 100. The
SOC 100 may use one or more types of PLLs to generate the
source clocks signals. For example, an integer PLL may be
used. Alternatively, a fractional PLL may be used to generate
multiple clock signals with different clock frequencies from a
single clock crystal.

For an integer PLL, one or more frequency dividers may be
used to provide the output frequency of the output signal as a
rational multiple of the input frequency of the input signal
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4

202. In one embodiment, the frequency of an input signal is
multiplied by a ratio of an integer value (integer B) of a
feedback divider within the PLL to an integer value (integer
A) within a pre-divider to generate an output frequency of the
output signal. In other words, frequency,,,,..~
frequency,,,,, x(B/A).

In another embodiment, a post-divider may be used to
generate an output clock signal for a PLL. Similar to the
feedback divider, this post-divider may receive the output
signal of the PLL but have a different integer divisor value
than the feedback divider. When a post-divider is used, the
output frequency is a function of an integer divisor value
(integer C) for the post-divider and the integers A and B.
When an integer PLL is unable to generate a given clock
frequency value within a given threshold, two integer PLLs
may be cascaded together.

An alternative to cascaded integer PLLs, the fractional PLL.
multiplies a frequency of an input signal by an integer and a
fraction. The fraction value is generated by continuously
changing the feedback divider within the PLL. For example,
ifa feedback divider alternates between dividing by an integer
value of 9 and an integer value of 10, then the output fre-
quency would be 9.5 times the frequency of the input signal.
By changing a number of times a division is performed
between the integer values of 9 and 10, different fraction
values between 9 and 10 may be generated. However, side-
bands or spurs at the frequency the divider is being switched
may be generated. These spurs may cause interference with
other circuitry on-chip and noise reduction techniques may be
used to handle them.

The number of clock signals provided on the SOC 100 is a
design choice and may depend on a number of clocks signals
used by the processing blocks on the SOC 100. The process-
ing blocks may also be referred to as integrated circuit (IC)
devices, wherein each IC device receives one or more core
clocks provided as outputs from the clock tree. As integration
on the SOC 100 increases, so does the number of clock
signals to source and to route. System-wide energy consump-
tion increases as more of the PLLs 1104-110g are turned on
and resulting clock signals are generated by multiple clock
generating gates within the clock tree. In order to reduce
system-wide energy consumption, one or more of the IC
devices may be turned off when not in use. The HCCU 166
may detect when a given IC device may be ready to be enabled
or disabled and send an associated indication to software. One
ormore algorithms running in a kernel of an operating system
(OS) may generate enable and disable requests for given IC
devices on the SOC. The HCCU 166 may receive these
requests and handle the steps of enabling or disabling a speci-
fied IC device.

In addition, one or more clock generating gates within the
clock tree may be turned off when not driving another used
clock gate or IC device. Managing the turning on of appro-
priate core clocks for an enabled IC device, the resetting of an
enabled IC device, the turning off of associated core clocks
for a disabled IC device and the turning off of currently
unused clock generating gates within a clock tree core may be
burdensome for software. Therefore, the HCCU 166 may
perform these tasks.

The central power manager 160 may be included in a
general system controller (not shown). A general system con-
troller may manage power-up sequencing of the various pro-
cessing blocks on the SOC 100 and control multiple off-chip
devices via reset, enable and other signals conveyed through
the 1/O interface ports 170. A general system controller may
also manage communication between the various processing
blocks on the multiple buses on the SOC 100. The power
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manager 160 may include power management policies for
multiple IC devices on the SOC 100. One or more of the IC
devices, such as the processors 130a-1304, GPUs, DSPs,
other SIMD cores, and so forth may include internal power
management techniques. However, to manage system-wide
energy consumption, the power manager 160 may alter one or
more operating voltages and operating frequencies to the IC
devices on the SOC 100.

Continuing with the clock tree management, software may
issue a request to enable a given IC device on the SOC. The
HCCU 166 may identify one or more core clocks output by
the clock tree and used by circuitry within the given IC device.
For each one ofthe identified core clocks, the HCCU 166 may
identify one or more associated clock generating gates within
the clock tree used to provide a respective one of the core
clocks. For each one of the identified clock generating gates,
the HCCU 166 may load parameter values corresponding to a
respective one of the core clocks. One example of a parameter
value may include a select value to select one of multiple
inputs on a glitchless clock switching circuit gate, such as a
multiplexer. A second example of a parameter value may be a
divisor value for a clock frequency divider circuit gate. These
parameter values may be load and stored in configuration
registers. After a parameter value is loaded and an internal
clock line is detected to be stable, the HCCU 166 may enable
a given clock generating gate to provide a clock signal on its
output.

The HCCU 166 may also receive a request from software to
disable a given IC device on the SOC. In addition, the HCCU
166 may detect a clock generating gate in a bottom level of the
clock tree does not provide a clock signal to an enabled IC
device. In response to this detection, the HCCU 166 may
disable this clock generating device and traverse the clock
tree toward the top level. During this traversal, the HCCU 166
may determine whether other enabled clock generating gates
provide a clock signal to disabled gates and IC devices. When
found, these clock generating gates may be disabled and a
next upward level of the clock tree may be inspected. Further
details of the features of the HCCU 166 is provided later in the
description. Before continuing with more details of the hard-
ware clock control on the SOC, a further description of the
SOC 100 is provided below.

Each one of the processors 130a-1304 may include one or
more cores and one or more levels of a cache memory sub-
system. Each core may support the out-of-order execution of
one or more threads of a software process and include a
multi-stage pipeline. Each one of the processors 130a-1304
may include circuitry for executing instructions according to
a predefined general-purpose instruction set. For example,
the PowerPC® instruction set architecture (ISA) may be
selected. Alternatively, the x86, x86-64®, Alpha®, MIPS®,
PA-RISC®, SPARC® or any other instruction set architec-
ture may be selected.

Generally, each of the one or more cores within each of the
processors 130a-130d accesses an on-die level-one (L1)
cache within a cache memory subsystem for data and instruc-
tions. The processors 130a-1304 may include multiple on-die
levels (1.2, L3 and so forth) of caches. If a requested block is
not found in the on-die caches or in the off-die cache 140, then
a read request for the missing block may be generated and
transmitted to the memory 150. The memory 150 may be a
non-volatile memory block formed from an array of flash
memory cells and a memory controller (not shown) for the
array. Alternatively, the memory 150 may include other non-
volatile memory technology. The memory 150 may be
divided into separate addressable arrays to be used by the
processors 130a-1304 and other processing blocks on the
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SOC 100. Each addressable array may have its own memory
controller. The number of data inputs and outputs and address
inputs will depend on the size of the array used.

The processors 130a-130d may share the memory 150 with
other processing blocks, such as graphics processing units
(GPUs), application specific integrated circuits (ASICs), and
other types of processor cores. Therefore, typical SOC
designs utilize acceleration engines, or accelerators, to effi-
ciently coordinate memory accesses and support coherency
designs between processing blocks and peripherals. Ina SOC
designs that includes multiple processors and processing
blocks, these components communicate with each other to
control access to shared resources. Memory coherence may
be managed in software, in the accelerator /O coherence
bridge 162, or both. The bridge 162 may also connect low-
bandwidth, direct memory access (DMA)-capable IO devices
to the memory 150 via an accelerator coherency port (ACP)
on one or more of the processors 130a-130d. For off-chip
memory requests, the memory controller 160 may be utilized.

The SOC 100 may include multiple processing units,
ASICs and other processing blocks. Other processor cores on
SOC 100 may not include a mirrored silicon image of pro-
cessors 130a-1304d. These other processing blocks may have
a micro-architecture different from the micro-architecture
used by the processors 130a-130d. For example, a micro-
architecture that provides high instruction throughput for a
computational intensive task. Processor core 172 may have a
parallel architecture. For example, other processors may
include a single instruction multiple data (SIMD) core.
Examples of SIMD cores include graphics processing units
(GPUs), digital signal processing (DSP) cores, or other. For
example, the video graphics controller 120 may include one
or more GPUs for rendering graphics for games, user inter-
face (UI) effects, and other applications.

The display controller 124 may include analog and digital
blocks and digital-to-analog converters (DACs) for bridging
internal blocks to external display physical blocks. The units
122 may group processing blocks associated with real-time
memory performance for display and camera subsystems.
The units 122 may in clued image blender capability and
other camera image processing capabilities as is well known
in the art. The units 122 may include display pipelines
coupled to the display controller 124.

The units 126 may group processing blocks associated
with non-real-time memory performance for image scaling,
rotating, and color space conversion, accelerated video
decoding for encoded movies, audio processing and so forth.
The units 122 and 126 may include analog and digital encod-
ers, decoders, and other signal processing blocks. The 1/O
interface ports 170 may include interfaces well known in the
art for one or more of a general-purpose I/O (GPIO), a uni-
versal serial bus (USB), a universal asynchronous receiver/
transmitter (WART), a FireWire interface, an FEthernet inter-
face, an analog-to-digital converter (ADC), a DAC, and so
forth.

Turning now to FIG. 2, a generalized block diagram illus-
trating one embodiment of a clock source switching system
200 is shown. The switching system 200 may include soft-
ware 210, which communicates with the HCCU 166 on the
SOC 100. The software 210 may be one or more computer
programs stored both in a kernel of an operating system (OS)
and in a memory accessed by one or more of the processors
1304a-130d.

Each of the PL.Ls 1104-110g may provide a respective one
of the source clocks 230a-230g. The IC devices on the SOC
100 may be represented by processor 130a, a graphics pro-
cessing unit (GPU) 250, and IC devices 260a-260m. Each of
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the processors 1305-1304 is not shown for ease of illustration.
Although a single GPU is shown, one or more of the IC
devices 260a-260m may include a GPU. Each of the IC
devices 260a-260m represent possible functional devices
located on the SOC 100 and receiving a respective one of the
core clocks 2404-240;. In addition, one or more memories
and buses may have a separate generated core clock. Alter-
natively, a given bus or memory may utilize one of the core
clocks 240a-240;.

In one embodiment, each of the core clocks 240a-240; is a
different core clock routed on the SOC 100 as an output of the
clock switching network 220. In another embodiment, one or
more of the core clocks 240a-240; is a same core clock as
another routed on the SOC 100 as an output of the clock
switching network 220. In other words, two or more of the
processor 130a, the GPU 250 and the IC devices 260a-260m
may receive a same clock signal.

The clock switching network 220 may connect each one of
the core clocks 240a-240;5 to a respective one of the source
clocks 230a-230g. The clock switching network (CSN) 220
may also be referred to as the clock tree 220. The clock
switching network 220 may include one or more clock buff-
ers, gated clock buffers that receive a clock enable signal,
glitchless clock switching circuits such as glitchless multi-
plexers (MUXes), clock frequency dividers and so forth.

The software 210 may convey device enable signals 242a-
242; to the HCCU 166 when given IC devices are determined
by the software 210 to be enabled or disabled. The HCCU 166
may utilize the device enable signals 242a-242j and other
information sent in an enable/disable request to control set-
tings within the CSN 220. The device enable signals 242a-
242 may also be sent to the IC devices. However, the speci-
fied IC device may not actually be enabled and receive a
respective running clock of the core clocks 2404-240; until
the HCCU 166 has finished adjusting settings within the CSN
220.

In one embodiment, a hardware abstraction layer or library
(HAL) is used to couple the software 210 to the HCCU 166.
The HAL may be software written in the C programming
language or any other suitable programming language. The
HAL may be used to manage clock configuration registers
within the clock tree. The clock configuration registers may
be used to control the clock generating gates in the clock tree.
The clock generating gates may include glitchless clock
switching gates, such as multiplexers; clock frequency
divider gates, PLLs, enabled clock buffers and so forth. One
or more clock configuration registers may be used to enable a
given clock generating gate and store parameters used to
control the operation of the clock generating gate. The param-
eter values may include clock frequency divisor values, selec-
tion values corresponding to one of multiple clock input lines
to provide on a clock output line, and so forth.

Each clock configuration register may have an associated
software data structure that contains a count of how many
enabled “children” are using an associated “parent” clock
generating gate. A “child” for the “parent” clock generating
gate may be another clock generating gate in a lower level of
the clock tree or an IC device coupled to receive a clock signal
from the “parent” clock generating gate. The associated soft-
ware data structure may also contain a cached bit to indicate
whether the associated output clock is currently running.

In one embodiment, a single register within the HCCU 166
may store global enable and disable automatic clock gating
feature information. For example, one bit within this global
register may indicate whether IC devices on the SOC are
allowed to request a given one of the core clocks 240a-240j to
be enabled or disabled and appropriately changed by an asso-
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ciated “parent” clock generating gate within the CSN 220. A
second bit within the global register may indicate whether
clock generating gates within the CSN 220 are allowed to
change clock output signals to “children”. A third bit within
the global register may distinguish PLLs from other clock
generating gates within the CSN 220 and indicate whether
PLLs are allowed to change clock output signals to “chil-
dren”. These global bits may be received by control logic
within the HCCU 166, which also may receive the values
stored in the clock configuration registers, and used to deter-
mine operation updates, if any, of clock generating gates
within the CSN 220.

Returning again to the count of enabled “children” for an
associated “parent” clock generating gate, in one embodi-
ment, when the count increases from zero to a non-zero value,
anassociated enable control bit may be set. However, actually
turning on of the associated clock generating gate may still be
dependent on control logic outputs as described above and
circuit timing. The circuit timing may include waiting for an
internal clock line to stabilize before enabling it to be pro-
vided on an output clock line of the associated clock gener-
ating gate. For example, a glitchless clock MUX may not
select an input clock line to be provided on an output clock
line until the input clock line receives a correct and stable
clock signal from above levels within the CSN 220.

When the count is decremented from a non-zero value to
zero, an enable control bit may be deasserted and the HCCU
166 may disable the associated clock generating gate. The
process of turning off clock generating gates may be auto-
matic and not wait for requests from the software 210. There-
fore, unused portions of the CSN 220 may be automatically
turned off by hardware, which reduces energy consumption
and removes burden from the software 210. The HCCU 166
may also remove burden from the software 210 as described
above regarding controlling the enable/disable capabilities of
clock generating gates within the CSN 220.

In one embodiment, the software 210 may send a valid
request signal to indicate an incoming request and associated
enable/disable IC device request information. The request
information may include one of the IC device enable IDs
242a-242j. Inresponse to receiving this information from the
software 210, the HCCU 166 may identify one or more of the
core clocks 240a-240; provided by the CSN 220 and used by
circuitry within the specified one of the processor 130a, the
GPU 250 or the IC devices 260a-260m. For each one of the
identified core clocks, the HCCU 166 may identify one or
more associated clock generating gates within the CSN 220
used to provide a respective one of the core clocks 240a-240;.

For each one of the identified clock generating gates, the
HCCU 166 may determine a timing of enabling or disabling
(depending on the request) associated clock generating gates.
For example, a given clock generating gate may not be
enabled until gates in upper levels of the CSN 220 are enabled
and provide stable clock signals with a correct given fre-
quency. A given clock generating device may not be disabled
until all “children” in a lower level of the CSN 220 are
disabled. When enabling a clock generating gate, the HCCU
166 may load parameter values stored in configuration regis-
ters in to the gate. Again, one example of a parameter value
may include a select value to select one of multiple inputs on
aglitchless clock switching circuit gate, such as a multiplexer.
A second example of a parameter value may be a divisor value
for a clock frequency divider circuit gate. After a parameter
value is loaded and an internal clock line is detected to be
stable, the HCCU 166 may enable a given clock generating
gate to provide a clock signal on its output.
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Turning now to FIG. 3, a generalized block diagram illus-
trating one embodiment of a clock switching network 220 on
a SOC is shown. The clock switching network (CSN) 220
may also be referred to as a clock tree 220. In the illustrated
embodiment, the clock switching network (CSN) 220
includes at least gated clock buffers 340, clock selection gates
350 and clock dividers 360. Although the buffers and gates
and dividers in the network 220 are shown in this particular
order, other combinations are possible and contemplated.
Further, other or additional circuitry and logic gates may be
utilized as well. The arrangement and placement of the cir-
cuitry 340-360 may be set across the die of the SOC 100 in a
manner that designers determine provides good design trade-
offs.

In addition, the CSN 220 may include control logic 320,
which is coupled to at least each one of the circuitry gates
340-360 and the HCCU 166. The control logic 320 may
include clock configuration registers used to store parameter
values associated with the circuitry gates 340-360. The con-
trol logic 320 may provide control signals to the circuitry
gates 340-360 for enabling, disabling and changing operation
states of given gates.

The multiple configuration registers, power state registers
and other registers included in the control logic 320 may be
updated by software or hardware. Either the software 310 or
the HCCU 166 may provide the control 310. The control
signals 310 may be used to update the contents of registers
included in the control logic 320 based on included combi-
natorial logic.

The gated clock buffers 340 may include the gated clock
buffers 342a-342f. The gated clock buffers 3424-342f may
receive the source clocks 230a-230g provided by the PLLs
110a-110g. Each of the gated clock buffers 342a-342f may
receive a clock enable signal. In one embodiment, when the
received clock enable signal is asserted, each associated one
of the gated clock buffers 342a-342f provides a received
clock signal on its output. Otherwise, a binary logic low value
may be provided on the associated output. The gated clock
buffers 342a-342f may be enabled and disabled as IC devices
are turned on and off across the die of the SOC 100 and
according to power domain management schemes. The clock
enable signals may be asserted and deasserted by at least the
control logic 320.

The clock selection gates 350 may include the MUX gates
352a-3524. These gates may receive one or more clock select
input signals from the control logic 320. These select input
signals may be used to determine which one of two or more
clock input signals is to provide an associated clock signal on
an output line. The clock select input signals and the multiple
clock input signals may be asynchronous with respect to each
other. However, the clock select input signals may not be
provided to an associated one of the MUX gates 352a-352f
until the multiple clock input signals have settled.

In one embodiment, each one of the MUX gates 352a-352f
is a glitchless clock MUX gate. As is well known in the art, a
glitchless clock MUX gate is typically used for clock selec-
tion on a given line while preventing an occurrence of glitch-
ing on the given line. Circuit techniques may be used to
prevent any glitches on an output line although the received
clock lines may be asynchronous and switching delays from
one clock source to another clock source may be short.

The clock dividers 360 may include N dividers 362a-362g.
The clock N dividers 362a-362g are frequency dividers that
generate an output signal with an output frequency that is a
divided version of an input frequency of a received input
signal. The divided value is represented as the integer N.
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In addition, one or more of the N dividers may be a frac-
tional-N frequency synthesizer that is constructed using two
integer N dividers. For example, a first divider may be a
divide-by-N frequency divider and a second divider may be a
divide-by-(N+1) frequency divider. With a modulus control-
ler, an output division value may be toggled between the two
integer values N and N+1 in order that an associated oscillator
alternates between the two locked frequencies. The oscillator
may stabilize at an output frequency that is a time average of
the two locked frequencies.

Further, the N dividers 360 may include one or more clock
doublers. A clock doubler may create an output signal with
two pulses for each received input pulse. A clock doubler may
include pulse-width varying circuitry and voltage level com-
parators. Similar to the clock enables provided to the gated
clock buffers 340 and the clock select input signals provided
to the clock selection gates 350, divisor values may be pro-
vided to the clock dividers 360 by the control logic 320.

Although the PLLs 110a-110g are not shown inside of the
CSN 220, the HCCU 166 may enable, disable and load
parameter values into the PLLs 110a-110g in a similar man-
ner as for circuitry gates 340-360. Each one of the PLLs
110a-110g may include control logic similar to control logic
320 used to update divisor values and for enabling and dis-
abling circuitry. Additionally, the HCCU 166 may include
control logic and configuration registers used to provide con-
trol signals to control logic within each one of the PLLs
110a-110g.

As described earlier, although the buffers and gates and
dividers in the network 220 are shown in this particular order,
other combinations are possible and contemplated. The CSN
220 may be organized in levels. For example a bottom level
may include multiple N dividers providing the core clocks
2404a-240;. The “children” of these N dividers may be the IC
devices. A nextupper level may include clock buffers or clock
MUX gates, which act as “parents” for the N dividers by
providing an input clock signal to the N dividers. Similarly, a
next upper level may include clock buffers and N dividers that
provide clock signals and act as “parents”. The top level may
include the PLLs 110a-110g providing the source clocks
2304-230g.

Referring now to FIG. 4, a generalized block diagram
illustrating one embodiment of clock tree paths 400 is shown.
In the illustrated embodiment, a clock source, such as an
off-die crystal oscillator provides a reference clock signal to
PLL 1105 of the multiple PL.Ls 110a-110g. In the example
shown, this reference clock signal has a reference frequency
otf'24 MHz although any frequency value may be chosen to fit
a particular design. The PLL 1105 may have divisor values
loaded that are used to generate an output clock signal with an
output frequency of 1026 MHz. This output clock signal may
be received by multiple clock generating gates. For example,
at least each of the clock MUX gates 402 and 404 and the
enabled clock gate buffer 410 may receive this output clock
signal. In this example, the PLL 1105 is the “parent” and each
of the gates 402, 404 and 410 are the “children”.

The MUX gate 402 may be coupled to a configuration
register that holds the select input value 2. The input clock
lines for the MUX gates 402, 404, 412 and 414 shown in the
illustrated example may be numbered 0 to 3 from left to right.
Therefore, the output clock signal from the PLL 1105 is
selected by MUX gate 402 to be provided on the output line.
The N divider 406 receives this output clock signal from the
MUX gate 402 and provides an associated output clock signal
with an output frequency of 342 MHz. The N divider 406 may
be coupled to a configuration register that holds the integer
divisor value of 3.
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The select input value of 2 for the MUX gate 402 may not
be sent to the MUX gate 402 until the clock signal from the
PLL 1105 is stable and the N divider 406 has received its
integer divisor value and is ready for a new input clock signal.
The N divider 406 provides a clock signal to at least the MUX
gate 412, the MUX gate 414 and the enabled clock buffer 416.
For these gates, the N divider 406 is a “parent” and each of the
clock receiving gates 412, 414 and 416 are “children”. The
loading and use of select input values and integer divisor
values may be performed similarly for MUX gates 404, 412,
and 414 and for N dividers 408, 418 and 420. The N divider
418 may provide one of the core clocks 2404-240; to IC
device 260d. The N divider 418 is the “parent” for IC device
260d. The IC device 2604 is the “child” for the N divider 418.
These parent-child relationships and near-neighbor commu-
nication described above may be used by the HCCU 166 to
correctly provide clocks signals through the CSN 220 and
provide associated core clocks to IC devices being enabled.
Similarly, the HCCU 166 may use the parent-child relation-
ships and near-neighbor communication to progressively dis-
able gates and core clocks when IC devices are disabled.

Referring now to FIG. 5, a generalized block diagram
illustrating one embodiment of search logic for determining
clock control signals when a device enable identifier is pro-
vided. The software 210 may issue an IC device enable opera-
tion to be performed. This operation may identify one of the
general-purpose processors, GPUs or other IC devices on the
SOC to be enabled. The software 210 may provide an IC
device enable identifier. This value may be used to index a
table 510.

Each entry of the table 510 may include an IC device
enable identifier (ID). The first entry has a first field 512qa
storing an IC device enable ID value. A second entry has a first
field 51254 storing an IC device enable ID value and so forth.
Each entry may store identifiers (IDs) of one or more core
clocks of the core clocks 240a-240; that correspond to an IC
device enable 1D stored within the same entry. For example,
the first entry in table 510 has at least fields 5144, 516,518 and
520 to store associated core clock IDs. The second entry has
atleast fields 5145, 522 and 524 to store associated core clock
IDs. Each entry in table 510 may have a different number of
fields, since each IC device may have a different number of
associated core clocks than other IC devices. The selected
core clocks IDs from table 510 may be used to index table
530.

Each entry of the table 530 may include a core clock ID.
The first entry has a first field 532q storing a core clock ID
value. A second entry has afirst field 5324 storing a core clock
1D value and so forth. Each entry may store identifiers (IDs)
of one or more clock generating gates within the CSN 220
associated with a core clock ID stored in the same entry. In
one embodiment, each entry may store associated parameters
for the clock generating gates. Alternatively, these parameter
values may be stored in separate configuration registers and
corresponding register identifiers may be stored in the entries
of table 530.

The first entry of table 530 may have at least fields 534a,
536a, 5384, 5404, 542 and 544 to store 1Ds of clock gener-
ating gates at different levels of the CSN 220 and current
associated parameters. The IDs of the clock generating gates
may identify the gates within the CSN 220 used to provide a
core clock to a given IC device from a PLL at the top level of
the CSN 220 to a level coupled to the given IC device. Refer-
ring again to FIG. 4, the clock generating gates used to pro-
vide a core clock to the IC device 260d include the PLL 1105,
the MUX gate 402, the N divider 406, the MUX gate 412, and
the N divider 418. The second entry of table 530 may include
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fields 5345, 536b, 538b, 5405, 546 and 548 to store 1Ds of
clock generating gates at different levels of the CSN 220 and
current associated parameters. Each entry in table 530 may
have a different number of fields, since each core clock may
have a different number of associated clock generating gates
than other core clocks. The selected IDs from table 530 may
be used in control and timing logic 550 to provide clock
network control 560 values sent to the CSN 220. For example,
the known parameters may be loaded according to a timing
schedule. One such timing schedule may include waiting to
provide select input values to a clock MUX gate until clock
input lines are stable and an N divider coupled to an output
line has received its integer divisor value and is setup for the
specified frequency division.

Turning now to FIG. 6, a generalized flow diagram illus-
trating one embodiment of a method 600 for enabling an IC
device on a SOC is shown. For purposes of discussion, the
steps in this embodiment are shown in sequential order. How-
ever, some steps may occur in a different order than shown,
some steps may be performed concurrently, some steps may
be combined with other steps, and some steps may be absent
in another embodiment.

Inblock 602, the HCCU 166 may receive an enable request
from the software 210 specifying a given IC device on the
SOC 100. In block 604, the HCCU 166 may use an IC device
identifier to identify one or more core clocks of the core
clocks 240a-240; associated with the specified IC device. In
block 606, the HCCU 166 may select a given one of the
identified core clocks. In block 608, the HCCU 166 may
identify a clock generating gate at the top of a clock tree
associated with the given core clock. For example, one of the
PLLs 110a-110g may be identified and selected.

In block 610, the HCCU 166 may identify parameters
associated with the clock generating gate and load the param-
eters into the clock gate. For a PLL, the parameters may
include a pre-divider integer divisor value, a feedback integer
divisor value, and a post-divider integer divisor value. For
other clock generating gates, other parameters may be appro-
priate as described earlier. The parameters may be provided
according to a timing schedule based on circuit characteris-
tics. If an internal clock line is not yet stable with a correct
frequency (conditional block 612), then in block 614, the
HCCU 166 may wait before updating a next level of the CSN
220. When an internal clock line is stable with a correct
frequency (conditional block 612), then in block 616, the
HCCU 166 enables the clock generating gate, which provides
an updated clock signal on its output line.

If the last level of the CSN 220 has not yet been reached
(conditional block 618), then in block 620, the HCCU 166
moves to a next lower level of the CSN 220 and control flow
of method 600 returns to block 610. If a last level of the CSN
220 has been reached (conditional block 618), but a last core
clock associated with the specified IC device has not yet been
reached (conditional block 622), then control flow of method
600 returns to block 606. If a last core clock associated with
the specified IC device has been reached (conditional block
622), then in block 624, a reset sequence for the specified IC
device may begin.

Referring now to FIG. 7, a generalized flow diagram illus-
trating one embodiment of a method 700 for performing a
reset sequence for a recently enabled IC device is shown. For
purposes of discussion, the steps in this embodiment are
shown in sequential order. However, some steps may occur in
a different order than shown, some steps may be performed
concurrently, some steps may be combined with other steps,
and some steps may be absent in another embodiment.
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In block 702, the HCCU 166 may detect a given IC device
is ready for a reset sequence to begin. The HCCU 166 may
have completed enabling clock generating gates to provide
associated core clocks to the software-specified IC device. If
each of the associated core clocks is not yet running (condi-
tional block 704), then in block 706, the HCCU 166 may
repeat performing an enabling procedure for the core clocks
as described above regarding method 600. Alternatively, the
HCCU 166 may send a status message to the software 210 and
allow the software 210 to decide a next step. The HCCU 166
may both send a status message and repeat the enabling
procedure.

Ifeach of'the associated core clocks is running (conditional
block 704), then in block 708, the HCCU 166 may notify one
or more associated reset controllers to begin an IC device
reset sequence. When the HCCU 166 detects the reset
sequence is completed (conditional block 710), then the
HCCU 166 may determine whether any associated core
clocks are unused after the reset sequence. This information
may be stored in table 530 or another table. If there are not any
associated core clocks unused after the reset sequence (con-
ditional block 714), then in block 716, the reset sequence is
completed and the enabling of the associated IC device is
completed. Otherwise, in block 718, the HCCU 166 disables
the identified core clocks by sequencing through the levels of
the CSN 220. During this sequencing through the levels, the
HCCU 166 disables associated clock generating gates in a
manner that doesn’t interfere with other clock signals within
the CSN 220.

Turning now to FIG. 8, a generalized flow diagram illus-
trating one embodiment of a method 800 for disabling core
clocks on a SOC is shown. For purposes of discussion, the
steps in this embodiment are shown in sequential order. How-
ever, some steps may occur in a different order than shown,
some steps may be performed concurrently, some steps may
be combined with other steps, and some steps may be absent
in another embodiment.

Inblock 802, the HCCU 166 may receive a disable request
from the software 210 specifying a given IC device on the
SOC 100. In block 804, the HCCU 166 may identify IDs of
core clocks corresponding to the specified IC device. In block
806, the HCCU 166 may select a given one of the identified
core clocks.

In block 808, the HCCU 166 may identify and disable a
clock generating gate at the bottom of a clock tree associated
with the given core clock. In block 810, the HCCU 166 may
identify a clock generating gate in a next upper level in the
clock tree. In block 812, the HCCU 166 may determine
whether this clock generating gate provides other core clocks.
If this clock generating gate does not provide other core
clocks (conditional block 814), then in block 816, the HCCU
166 may disable the clock generating gate at this current level.

Referring again to F1G. 4, if the IC device 2604 is specified
by the software 210 to be disabled, then in block 808 of
method 800, the HCCU 166 may identify and disable the N
divider 418 in the bottom level of the clock tree. In block 810
of method 800, the HCCU 166 may identify the MUX gate
412 as the clock generating gate in the next upper level of the
clock tree. After determining the MUX gate 412 does not
provide other core clocks, the HCCU 166 may disable the
MUX gate 412. The N divider 406 may be identified as an
associated clock generating gate in the next upper level of the
clock tree. However, the N divider 406 does provide other
core clocks. Therefore, the N divider 406 may not be disabled.

After disabling a clock generating gate in block 816 of
method 800, if the last level of the clock tree has not yet been
reached (conditional block 818), then control flow of method
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800 returns to block 810. If a given clock generating gate at a
current level of the clock tree does provide other core clocks
(conditional block 814), then control flow of method 800 may
move to conditional block 820. The clock generating gate is
not disabled, since other “children” depend on the provided
clock signal from this “parent” gate. A next core clock may be
processed.
If the last level of the clock tree has been reached (condi-
tional block 818), such as the top level including a PLL, but
the last core clock has not yet been processed (conditional
block 820), then control flow of method 800 returns to block
806. Otherwise, if the last core clock has been processed
(conditional block 820), then in block 822 the disable request
for the specified IC device is completed. The IC device may
receive no running core clocks. The steps described in blocks
804-822 may occur without a received request from the soft-
ware 210. The hardware may traverse up the clock tree and
find enabled clock generating gates that are unused. The
hardware may then turn off these gates.
Although the embodiments above have been described in
considerable detail, numerous variations and modifications
will become apparent to those skilled in the art once the above
disclosure is fully appreciated. It is intended that the follow-
ing claims be interpreted to embrace all such variations and
modifications.
What is claimed is:
1. A method comprising:
providing via a clock switching network (CSN) an associ-
ated one of a plurality of core clocks to each of a plurality
of integrated circuit (IC) devices on a system-on-a-chip
(SOC);

receiving at a hardware clock control unit (HCCU) a soft-
ware-initiated request specifying a first IC device iden-
tifier corresponding to the plurality of IC devices,
wherein the software-initiated request is generated at
least in part responsive to an earlier indication sent by
the HCCU indicating the first IC device is ready for a
change in one or more core clocks;

selecting a given entry of a first table using the device

identifier, wherein the first table comprises a plurality of
entries and each entry of the plurality of entries associ-
ates a device identifier with one or more core clock
identifiers;

identifying one or more core clock identifiers within the

given entry;

for each of the one or more identified core clock identifiers,

configuring circuitry within the CSN to generate an
identified core clock.

2. The method as recited in claim 1, wherein for each of the
one or more identified core clock identifiers, configuring
circuitry within the CSN further comprises the HCCU:

identifying one or more associated clock generating gates;

for each one of the identified clock generating gates, load-
ing parameter values corresponding to an identified core
clock; and

enabling each one of the identified clock generating gates

according to a timing schedule preventing an output of
each one of the identified clock generating gates from
changing until each corresponding input has stabilized.

3. The method as recited in claim 2, wherein the parameter
values include at least one of the following: a select value for
a clock switching circuit gate and a divisor value for a clock
frequency divider circuit gate.

4. The method as recited in claim 1, further comprising the
HCCU:

detecting each clock corresponding to the one or more core

clock identifiers is enabled; and
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in response to said detection, sending an indication to a
reset controller corresponding to the first IC device to
begin a reset sequence for the first IC device.

5. The method as recited in claim 1, further comprising the

HCCU:

receiving a software-initiated request specifying a second
IC device of the plurality of IC devices is to be disabled;

identifying one or more core clocks of the plurality of core
clocksused by circuitry within the second IC device; and

for each one of the identified core clocks, disable associ-
ated circuitry within the CSN to disable an identified
core clock.
6. The method as recited in claim 1, further comprising
using a core clock identifier of the identified core clock iden-
tifiers to access a second table, wherein the second table
comprises a plurality of entries and each entry of the plurality
of entries associates a core clock identifier with one or more
clock gates within the CSN.
7. The method as recited in claim 1, further comprising the
HCCU:
determining a given clock generating gate in a given level
of the CSN has no enabled targets, wherein a target is
another clock generating gate or an IC device; and
in response to said determination, disabling the given clock
generating gate.
8. The method as recited in claim 7, further comprising the
HCCU traversing the CSN from a bottom level to a top level
when performing said determination.
9. A system-on-a-chip (SOC) comprising:
a software interface;
a plurality of phase lock loops (PLLs);
a plurality of integrated circuit (IC) devices, each config-
ured to receive one or more associated core clocks of a
plurality of core clocks provided by one or more of the
plurality of PLLs via a clock switching network;
a hardware clock control unit (HCCU) coupled to the soft-
ware interface and the clock switching network; and
atable comprising a plurality of entries, wherein each entry
of the plurality of entries associates a device identifier
with one or more core clock identifiers;
wherein the HCCU is configured to:
receive a software-initiated request specifying a first IC
device identifier corresponding to the plurality of IC
devices, wherein the software-initiated request is gen-
erated at least in part responsive to an earlier indica-
tion sent by the HCCU indicating the first IC device is
ready for a change in one or more core clocks;

select a given entry of the table using the first IC device
identifier;

identify one or more core clock identifiers within the
given entry;

for each one of the one or more identified core clock
identifiers, configure associated circuitry within the
clock switching network (CSN) to generate an iden-
tified core clock.

10. The SOC as recited in claim 9, wherein for each of the
one or more identified core clock identifiers, the HCCU is
configured to:

identify one or more associated clock generating gates
within the CSN;

for each one of the identified clock generating gates, load
parameter values corresponding to an identified core
clock; and

enable each one of the identified clock generating gates
according to a timing schedule preventing an output of
each one of the identified clock generating gates from
changing until each corresponding input has stabilized.

11. The SOC as recited in claim 10, wherein the HCCU is
further configured to read the parameter values from pro-
grammable clock configuration registers.
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12. The SOC as recited in claim 9, wherein the HCCU is
further configured to:
detect each clock corresponding to one or more core clock
identifiers is enabled; and
5 in response to said detection, send an indication to a reset
controller corresponding to the first IC device to begin a
reset sequence for the first IC device.

13. The SOC as recited in claim 12, wherein the HCCU is
further configured to:

receive an indication from the reset controller that the reset

sequence is complete;

in response to said detection:

identify a subset of the identified core clocks unused
after the reset sequence; and

for each one of the core clocks in the identified subset,
configure associated circuitry within the CSN to dis-
able an identified core clock.

14. The SOC as recited in claim 9, wherein the HCCU is
further configured to:

receive a software-initiated request specifying a second IC

device of the plurality of IC devices is to be disabled;
identify one or more core clocks of the plurality of core
clocksused by circuitry within the second IC device; and
for each one of the identified core clocks, disable associ-
ated circuitry within the CSN to disable an identified
core clock.

15. The SOC as recited in claim 9, wherein the HCCU is
further configured to use a core clock identifier of the identi-
fied core clock identifiers to access a second table, wherein
30 the second table comprises a plurality of entries and each
entry of the plurality of entries associates a core clock iden-
tifier with one or more clock gates within the CSN.

16. The SOC as recited in claim 9, wherein the HCCU is
further configured to:

determine a given clock generating gate in a given level of

10

15

20

25

3 the CSN has no enabled targets, wherein a target is
another clock generating gate or an IC device; and
in response to said determination, disable the given clock
generating gate.
20 17. A hardware clock control unit (HCCU) on a system-

on-a-chip (SOC) comprising:
a first interface configured to receive software-initiated
requests;
a second interface coupled to a clock switching network
(CSN) configured to provide an associated one of a
plurality of core clocks to each of a plurality of inte-
grated circuit (IC) devices on a system-on-a-chip
(SOC);
atable comprising a plurality of entries, wherein each entry
of the plurality of entries associates a device identifier
with one or more core clock identifiers;
wherein the control logic is configured to:
receive a software-initiated request specifying a first IC
device identifier corresponding to the plurality of IC
devices, wherein the software-initiated request is gen-
erated at least in part responsive to an earlier indica-
tion sent by the HCCU indicating the first IC device is
ready for a change in one or more core clocks;

select a given entry of the table using the first IC device
identifier;

identify one or more core clock identifiers within the
given entry;

for each one of the one or more identified core clock
identifiers, configure associated circuitry within the
clock switching network (CSN) to generate an iden-
tified core clock.

18. The HCCU as recited in claim 17, wherein for each of

the one or more identified core clock identifiers, the control
logic is configured to:
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identify one or more associated clock generating gates
within the CSN;

for each one of the identified clock generating gates, load
parameter values corresponding to an identified core
clock; and 5

enable each one of the identified clock generating gates
according to a timing schedule preventing an output of
each one of the identified clock generating gates from
changing until each corresponding input has stabilized.

19. The HCCU as recited in claim 17, wherein the control

logic is further configured to:

receive a software-initiated request specifying a second IC
device of the plurality of IC devices is to be disabled;

identify one or more core clocks of the plurality of core
clocksused by circuitry within the second IC device; and

for each one of the identified core clocks, disable associ- 13
ated circuitry within the CSN to disable an identified
core clock.

20. The HCCU as recited in claim 19, wherein the control

logic is further configured to:

determine a given clock generating gate in a given level of 20
the CSN has no enabled targets, wherein a target is
another clock generating gate or an IC device; and

in response to said determination, disable the given clock
generating gate.
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